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Abstract 
Patient safety programs require meaningful metrics. Dominant frameworks are based on two 
safety metrics: one that seeks to identify, measure, and eliminate error and one that seeks to 
identify, measure, and eliminate injuries. However, non-health care safety programs suggest a 
third framework, hazard- or risk-based measurement. Error measurement has many limitations, 
including the issues of error identification, hindsight bias, outcome-based judgment, and 
reinforcement of blame. Although injury-based metrics might aid the prevention of harm, 
limitations include poor discrimination of preventability, resulting in misdirected interventions, 
missed opportunities, and disregard for the systems-based nature of unsafe health care. In 
contrast, work in safety science allows for a third framework: risk-based patient safety metrics 
that are consistent with systems thinking in health care. These metrics focus on identifying the 
underlying hazards or risks in the system that ultimately lead to errors and injuries. In this article 
we explore the strengths and limitations of these frameworks and describe a practical application 
of risk-based patient safety metrics. 

 

Introduction 
A valid, reliable, and usable system of metrics is integral to any patient safety program. Data 
related to patient safety can be used for a range of purposes, including the selection of 
improvement initiatives, measurement of the success of safety improvement efforts, enhanced 
transparency by public reporting, organizational accreditation, and even contracting and 
reimbursement. With the increase in patient safety data applications, the importance of the data 
has increased commensurately.  

Several data attributes should be considered in the context of patient safety metrics. First, are the 
data feasible to collect? Are the collected data reliable and valid? Do the data support their 
intended use? What is the rationale for using a given patient safety metric? It is the rationale for 
using a given patient safety metric that underlies the focus of this article. The mere creation or 
use of patient safety measures does not assure that they will be useful for improving safety and 
reducing harm. Even worse, invalid measures can lead to poor decisionmaking, whereas 
measures that do not lead to safety improvements can be viewed as lost opportunity costs.  

The two dominant frameworks for patient safety metrics focus on measurement of errors and 
measurement of injuries.1, 2 While arguably there is a role for including both of these 
frameworks, a third model—i.e., metrics focused on hazards or risks—is based on safety science 
and human factors engineering.3 
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The following discussion explores the strengths and limitations of these frameworks with 
practical suggestions for the range of patient safety data consumers. 

Error-Based Patient Safety Metrics 
The work of James Reason and others has clearly identified the role of errors in preventable 
harm to patients. In the context of patient safety, errors are defined as a failure of a planned 
action to be completed as intended—i.e., an error of execution—or the use of a wrong plan to 
achieve an aim –—i.e., an error of planning.4, 5, 6 These definitions are based on the premise that 
the goal of health care is to successfully execute the correct plan of care for any given patient. 
Thus, error-based metrics seek to identify deviations from this health care goal. 

The measurement of errors in health care might appear like a reasonable means of assessing 
safety. First, errors in the delivery of health care are common. Studies of both pediatric and adult 
populations reveal that medication errors occur in 3.0 to 6.9 percent of inpatients.7, 8, 9, 10, 11, 12 

The relatively high frequency of errors leads to a second potential advantage of measuring error
in health care: errors seem easy to identify and measure. Finally, errors can guide improvements. 
If errors are the source of unsafe health care, then one needs to prevent the errors

s 

. 

There are, however, significant limitations inherent in efforts to measure errors. One of the 
important limitations is the inability to create a meaningful metric or rate. To have a rate that is 
valid, reliable, and ultimately meaningful, both a numerator and denominator are necessary. In 
the context of errors, denominators are not necessarily problematic. Medication error rates might 
utilize denominators of patient days, number of medications dispensed, or number of patient 
admissions. However, it is entirely possible that an appropriate denominator might not be readily 
available for calculating an error rate. For instance, any attempt to measure the error rate in 
infusion pump programming requires a choice between potential denominators, including 
number of medications infused, number of pumps programmed, number of programmers 
involved, number of steps in programming process, or even the number of key punches involved 
in programming. 

A greater limitation of error rates in patient safety is the inability to identify a valid and reliable 
numerator. If an error rate is: 

Identified errors 
Potential opportunities for that error to occur 

then, the numerator is only as valid and reliable as the means of identification. Unfortunately, 
there is no valid and reliable means for identifying all errors. 

Voluntarily reported events provide one means of identifying errors as a potential numerator. 
Yet, reported events, by definition, reflect only those events that individuals recognized as an 
error and then reported. Errors could go unrecognized, particularly by the person committing the 
error.13, 14, 15 Reporting itself depends on the ease of use of a reporting system, the organizational 
culture and its attitude toward reporting of errors (including any consequences of reporting), and 
the competing demands on a potential reporter.16 For example, nurses with multiple patient care 
demands might not realistically have time to report, independent of her/his belief in the 
importance of reporting.  
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Cultural issues are also critical to reporting rates. The fear of reprisal or legal action might lead 
to underreporting.17, 18 Subsequently, any error metric that used reported events as a numerator 
would therefore be a rate of reporting and not a true rate of medical error occurrence.16  

Two other means of identifying errors in health care have been described in the health care 
setting, although typically, these methods are limited to detecting medication errors and not other 
types of health care delivery errors: chart review and direct observation of the provision of care 
in different settings. Chart review has been used in a number of studies to identify errors as a 
numerator. In order for chart review to identify all errors, the following sequence of events must 
occur:  

Error occurs  
 Every error is recognized by a health care provider.  
 Every error is documented by the provider.  
 Chart in which errors were documented is reviewed.  
 Reviewer recognizes each documented event during review.  
 Error is attributed correctly. 

The need for each of these additional steps to occur perfectly makes it less likely that chart 
review would provide a true numerator to establish an error rate.  

Error identification by means of direct observation of health care workers has been reported as 
successful.19 Similar to error identification through chart review, correct determination of a 
numerator of error rates through direct observation is contingent on another sequence of events:  

Error occurs  
 Every error occurrence during the observation period is witnessed  

     by an observer.  
 All errors are recognized by the observer as errors.  
 Observer correctly attributes event as error. 

The limited likelihood of absolute ascertainment of errors through direct observation suggests 
this method is also incapable of establishing a true numerator for error rates. 

Two important findings have been made when reporting events and chart reviews, and direct 
observations of the medication process have been compared. First, the different techniques 
seemed to yield different results based on the phase of the medication process that was being 
measured.20, 21, 22 Second, the events found by reporting, chart review, and direct observation 
appeared to be complementary, rather than redundant.  

Ultimately, no valid or reliable method for establishing error rates is available in most health care 
settings. Therefore, patient safety programs that leverage error rates as their principal safety 
metric are operating on flawed data that could lead to incorrect prioritization of safety 
improvement efforts. 

Multiple issues are associated with error-based metrics. “Hindsight bias” leads to simplified 
attributions of the cause of errors.23, 24 Furthermore, incorrect or inadequate attribution of 
causality may create the potential for misguided actions to “solve” the wrong problem, resulting 
in more complicated and less safe systems.25 This might result in what Cook has called the 
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“cycle of error,” or the medical equivalent of the arcade game “whack-a-mole”——events occur, 
inadequate evaluation leads to incorrect actions, which gives the misperception of fixing a 
problem until a new event, potentially created by the actions, pops up in a new setting.23  

Steps can be taken to minimize hindsight bias, and there are positive benefits of this phenomenon 
in adaptive learning.24 However, the use of retrospective analyses colored by hindsight could 
inadvertently increase a system’s complexity. As a result, “improvements” intended to decrease 
the risk of patient harm might only prevent the same adverse event from recurring, rather than 
improving overall system safety.  

Another limitation of error-based metrics is “judgment based on the outcome of the events.” The 
perception of a sequence of events associated with the administration of anesthesia can be 
significantly influenced by the outcome of the case, regardless of the actual actions and 
judgments of the provider.26 The fact that knowledge of an outcome might influence evaluations 
of the quality of a decision has very real implications for identifying errors as potential metrics.24   

Another major limitation of error-based metrics is the emphasis on the performance of 
individuals without consideration of the larger system in which care is provided. As illustrated 
by the Systems Engineering Initiative in Patient Safety (SEIPS) model for systems in health care, 
providers are merely one of five systems elements.27  Providers (1) attempt to perform tasks (2) 
using tools and technology (3) in a given environment (4) within the larger context of an 
organization (5). Any system outcome, whether it is an error or safe care, results from the 
performance of and interaction between the five system elements, and not solely the performance 
of the provider. Although an error may be proximally associated with an individual clinician, 
organizational factors create the circumstances in which the failure occured.25 These 
organizational factors have been identified as latent errors that foster an environment in which an 
active error is more likely to occur.28, 29  

Error-based metrics can also be influenced by the psychological concept of attribution theory.30 

Well known biases, such as the self serving bias and fundamental attribution error, make it more 
likely that those in power are likely to blame the clinician on the “sharp end” when patient harm 
or an error occurs. At the same time, the clinician on the “sharp end” tends to blame the situation 
or circumstances surrounding the event.31 Despite any disclaimer that unsafe health care is a 
“systems problem” of care delivery, the tendency to blame people for errors underscores a final 
reason why patient safety programs should move beyond a pure focus on error-based metrics.3  

Finally, any discussion of error-based metrics would be incomplete without recognizing that the 
concept of “human error” is socially constructed and, therefore, may not be meaningful in many 
circumstances.32  Indeed, people attribute causes of unwanted outcomes to “human error,” and 
people make such attributions with all of their biases and under different kinds of pressures. 
Therefore, calling something “human error” or “error” might not be factually meaningful. Full 
exploration of this perspective is beyond the scope of this article, but interestingly, it has led 
some safety scholars to call for “ditching human error.”33, 34 

Despite these limitations, the identification of errors does hold value for a patient safety program. 
Identified errors can serve several important roles. First, trends in reported events, while not 
valid as rates of event occurrence, are a potential reflection of an organization’s patient safety 
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culture. Second, identified errors are learning opportunities that might allow for intervention 
prior to future harm to patients. It should be noted that even if a given hospital chooses to focus 
on error-based metrics in the face of the discussed limitations, the National Coordinating Council 
for Medication Error Reporting and Prevention issued a formal statement that there is no value in 
using error rates to compare hospitals and health care organizations.35 

Injury-Based Patient Safety Metrics 
The second major framework for patient safety metrics focuses on patient injuries. It has been 
argued that because errors and harm are often unrelated in a cause-effect manner, a patient safety 
program should focus on the elimination of harm.1   

Several organizations have proposed indicators that are intended to identify injuries. Following 
administrative database analysis, the Agency for Healthcare Research and Quality (AHRQ) put 
forth a set of potential in-hospital complications that might represent patient safety events.36 
Similarly, the Institute for Healthcare Improvement’s 100K Lives Campaign focused specifically 
on strategies to reduce the incidence of specific patient injuries, including in-hospital cardiac 
arrest, acute myocardial infarction, adverse drug events, surgical site infection, central venous 
line infection, and ventilator-associated pneumonia.37    

The goal of eliminating patient injuries makes injury-based metrics very attractive to a patient 
safety program. However, injury-based patient safety measures are not without shortcomings. By 
definition, identification, measurement, and analysis of injuries are reactive, taking place after an 
injury occurs. Consequently, they are subject to the same limitations as error-based patient safety 
metrics, including hindsight bias, incorrect attribution, blaming, and failure to consider the 
complexities of systems. 

Additionally, not all patient harm is preventable. Unless a tool for identifying injuries is highly 
predictive for preventable events, resources might be spent identifying, analyzing, and trying to 
eliminate unpreventable injuries. There is scant literature on the positive predictive value of 
widely used injury-based measures, such as the AHRQ Patient Safety Indicators (PSIs). Study of 
these measures in a pediatric population led to AHRQ eliminating several measures from use in 
children and modifying other of the remaining measures.38 These shortcomings illustrate an 
unintended consequence of injury-based metrics, which include events that are not preventable 
and thus not affected by improvement. In light of the pay-for-performance movement, evaluating 
hospitals by injury-based metrics—which include false-positive events—may cost the hospitals 
reimbursement dollars and lead them to misdirect improvement efforts, resulting in lost 
opportunity costs. For instance, if an injury-based metric identifies a falsely high rate of 
decubitus ulcers at a hospital, planned changes to Medicare reimbursement would have direct 
negative influence through incorrectly lowered payments.39  

The risk to health care providers resulting from the use of injury-based metrics and pay-for-
performance reinforces the problem of incorrect attribution of causation. The identification of 
many of these events depends on documentation and hospital coding in administrative data sets. 
Therefore, a hospital might admit a patient, preventable harm might occur, and then the patient 
might be discharged without accurate documentation and coding to reflect the harm event. If this 
patient were either transferred or admitted to a second hospital that correctly identified the event, 
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it would be this second hospital that would receive “credit” for causing harm. This limitation of 
incorrect attribution may disappear since Medicare has implemented a new billing form, the  
UB-04, to replace the prior UB-92 form and, with this change, a “Present on Admission” 
indicator has been added.40 However, until this change in coding practices is fully implemented, 
hospitals that accept patients from other care facilities are at risk for having harm to patients 
incorrectly attributed to them. 

These issues of false-positive/false-negative identification and incorrect attribution of causality 
potentially undermines the value of using injuries as a patient safety metric. Ideally, a patient 
safety program would use injury-based metrics to calculate an injury rate that could be trended. 
That rate would be:  

Identified injuries 
Potential opportunities for those injuries to occur 

As with error measures, correct identification of injuries as a numerator may be inherently 
problematic. Similarly, defining potential opportunities as a reliable denominator may be 
challenging. Thus, changes in the rate might reflect true changes in the rate of injury occurrence 
or simply changes in the way the numerator or denominator are collected. The potential lost 
opportunity costs and inappropriately lower reimbursement under a pay-for-performance system 
illustrate very practical concerns about the value of injury-based metrics to a patient safety 
program. 

The final criticism of measuring patient harm as a primary metric for patient safety efforts might 
be viewed as philosophical in nature. By design, the measurement of injuries requires that before 
anything can be measured and improved, a patient must first be injured. Medical injury is very 
much a reality in health care, but it is worth raising the question as to whether health care metrics 
should be based on waiting for harm to occur, rather than attempting to proactively prevent 
patient injury.  

Despite the numerous limitations, the desire to eliminate preventable harm to patients reinforces 
the need to understand the limitations of injury-based metrics while still learning from injuries. A 
strategy that couples the improvement opportunities identified by error-based metrics with those 
identified with injury-based metrics might outweigh the limitations inherent to either method. 

Hazard- or Risk-Based Patient Safety Metrics 
The term “risk” is used widely in health care. When obtaining informed consent for a procedure, 
risks may be presented as the chance of undesirable outcomes during the procedure. Risk ratios 
are used in epidemiology and medical literature to represent the likelihood of a disease or event 
occurring relative to an exposure. For instance, the risk of a central venous line-associated 
infection can be presented relative to whether sterile procedure was used during placement. Risk 
management is an intrinsic part of hospitals and health care organizations, although traditionally 
its focus has been on protecting organizations from financial loss.41, 42 However, with a few 
notable exceptions, the concept of risk and risk-based metrics as understood by human factors 
engineers and safety scientists remains relatively unexplored in the specific context of patient 
safety.3, 43, 44 

 

6



The lack of explicit recognition of risk in the context of patient safety does not mean examples 
are not available. One example that has been identified in both the medical and popular literature 
relates to central venous line-associated bloodstream infections (CVL BSI).45, 46 These infections 
are costly, common, and result in significant harm, lending themselves to a potential injury 
metric. Historically, CVL BSIs were viewed as largely unpreventable, although a handful of 
interventions were known to decrease the risk of infection. By treating failure of compliance 
with these interventions as a risk factor for infections and by implementing a checklist to drive 
compliance with this “central line bundle,” significant reduction of CVL BSIs has been 
achieved.46, 47 

Many other known patient safety errors and injuries can be reframed similarly in terms of risks. 
Other hospital-acquired infections result from lack of proper hand hygiene. Thus, poor hand 
hygiene is a patient safety risk factor that can be reduced with a resultant decrease in infections. 
Wrong site surgeries are known to be preventable through use of the universal protocol.48 Failure 
to comply with this protocol is a recognizable yet preventable risk; compliance, on the other 
hand, can reduce or prevent harm. 

Outside of health care, safety risk factors are called hazards49, 50 or the causes of, or 
circumstances leading to, unwanted outcomes, not the unwanted outcomes themselves (e.g., error 
or injury). The hazard identification and control approach is the preferred safety approach in 
non-health care safety programs, with injury surveillance as an important and complementary 
component. Although not typically viewed from this perspective, health care situations readily 
lend themselves to a similar risk identification and control approach. 

Hazard identification and control is the basis for safety planning procedures for manufacturing. 
These procedures state, “The design phase of the proposed ISO (1991) safety strategy includes: 
(1) specification of the limits of parameters of the system, (2) application of a safety strategy, 
(3) identifications of hazards, (4) assessment of the associated risk, and (5) removal of the 
hazards or limitations of the risk, as much as practicable.”51  

According to the U.S. Occupational Safety and Health Administration (OSHA), which enforces 
employee health and safety regulations for all industries, including health care, a successful 
safety program has four components: (1) management leadership and employee involvement, (2) 
worksite analysis, (3) hazard prevention and control, and (4) safety and health training. 
Regarding hazard prevention and control, OSHA states, “Management must provide the 
resources and authority so all personnel can find the hazards in the worksite and, once found, to 
eliminate or to control those hazards.”52 Applying these approaches to a health care context, it 
follows that systematic efforts to identify risk of harm, assess these risks and, whenever possible, 
eliminate or reduce these risks are a necessary activity for patient safety programs.  

As previously mentioned, the concept of identifying risks in health care with subsequent design 
or redesign is not new to the patient safety literature. Prior publications have focused on the need 
to leverage these concepts of hazard and risk to achieve sustainable safety improvements.3, 53 To 
fully understand these concepts, it is helpful to frame errors, injuries, and risks in the context of 
health care systems (Figure 1). Both errors and injuries are possible outcomes of the performance 
of, and interactions between, the five aforementioned systems elements. That is, while a provider 
attempts to perform a task using tools and technology in a given health care environment within 
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the larger context of an organization, the provider might commit an error that, in some 
circumstances, causes an injury to a patient.  

Another clinical example that illustrates the relationship between systems, risks, errors, and 
injuries is the use of concentrated potassium on patient care units (Figure 2). A nurse might be 
directed to administer a diuretic to a patient who is in congestive heart failure on a medical unit. 
While attempting to obtain the dose of diuretic, the nurse might inadvertently obtain a dose of 
potassium chloride. Administration of this potentially lethal electrolyte could lead to a life 
threatening cardiac arrhythmia and cardiac arrest. In this scenario, a specific error might be 
measured—i.e., incorrectly obtaining and administering potassium chloride rather than a diuretic. 
Additionally, an injury occurred that might be measured—i.e., the cardiac arrest. However, 

Flawless execution
of correct plan

Flawed execution of
correct plan or use of 
incorrect plan

Error
Measures

Injury 
Measures

Risks 
measures

Healthcare System

Provider
Patient

System attributes 
resulting in 

potential errors 
and injuries

Figure 1. Error, injury, and risk measures in the context of health care systems. 
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Figure 2. Clinical illustration of systems, errors, injuries, and risks. 
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patients with congestive heart failure may experience a cardiac arrest independent of medication 
dosing, and thus, the injury might not ever be correctly associated with the preceding error. 
Similarly, not every administered dose of potassium chloride will necessarily lead to an arrest. 
Thus, the error might occur and go undiscovered and unmeasured.  

Central to this clinical scenario is the fact that the storage of concentrated potassium on patient 
care units presents a potential danger to patients, independent of whether a given hospital 
experiences and identifies a medication error of this nature and the resultant patient injury. That 
is, the design of a system of health care delivery that results in the storage of potassium on 
patient care units creates a potentially preventable risk that could be identified, analyzed, and 
eliminated, regardless of whether a hospital ever experienced either potassium-related errors or 
injuries.  

A shift “upstream” from injuries and errors to safety risk factors (i.e., hazards) provides an 
alternative rate to the error and injury rates described previously. The risk-based metrics become: 

Assessed risks 
Identified risks and Eliminated risks 

Assessed risks resulting in Eliminated risks 
Identified risks 

 
In the first statement, the denominator is limited only by identification of risks that are relevant 
to that organization. The numerator is clearer relative to those in error and injury rates. Either a 
risk has been assessed or not. In the second statement, all assessed risks become the 
denominator, with a numerator consisting of those assessed risks that have been eliminated. For 
the sake of simplicity, the first two statements can be combined to create the simple metric of 
eliminated risks over identified risks at a given health care organization. 

Consistent with the limitations of error and injury rates, the denominators in these risk 
relationships are subject to the limitations of any discovery process used by a patient safety 
program and, therefore, will never represent all potential risks. The intent of this metric is 
different from those of errors or injuries. In the case of errors and injuries, the previously 
discussed metrics are attempts to reflect all errors or harm in a hospital. In the case of the 
proposed risk metric, the fact that the denominator is “identified risks” clearly suggests that there 
are other unknown risks. Rather than attempting to represent all risks, this measure instead 
emphasizes the need to first understand and then eliminate risks in a proactive manner. 

Multiple potential implications are involved in adopting such a risk-based metric. First, in 
keeping with OSHA safety guidelines, organizations are charged with identifying and assessing 
potential risks. The identification of risks can be accomplished by use of a wide range of data 
sources. Errors—whether identified by report, chart review, and/or observation—can provide 
information on potential organizational risks. This is particularly true of “near-miss” and “no-
harm” errors, which do not cause harm and yet might herald significant potential harm to 
patients. Identified injuries also become a source of risk identification, regardless of whether or 
not the injury is preventable. In using errors and injuries as sources for identifying risk, the rates 
of errors and injuries are irrelevant. Instead, in keeping with the work of Woods and Cook, 43 the 
stories behind errors and injuries can be explored with the intent of finding underlying risks.  
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Other potential sources of risk identification include the published literature, alerts of sentinel 
events, medical device recalls, and even anecdotal reports from colleagues. One potential source 
heavily leveraged in non-health care industries is the safety inspection by a safety expert.49, 50 In 
other industries, safety and human factors engineers are routinely employed, and part of their job 
is to conduct periodic and formal hazard inspections, in which the goal is to identify hazards or 
risk factors for error and injury (e.g., potassium chloride on the unit or a difficult-to-navigate 
barcoded medication administration system). Health care delivery organizations have yet to 
embrace such a model. 

Risk-based patient safety metrics also have other implications. Adoption of a risk-based metric 
shifts the focus from reactively evaluating errors and injuries (with all their associated 
limitations) to proactively seeking out and evaluating risks that might exist. Another implication 
is the potential value of involving frontline staff who could become part of the process for 
proactively looking for potential risks.54 This strategy requires no education of employees of 
error taxonomies or classification systems of injury severity. At the level of senior management 
and leadership, using risk-based metrics has a potential psychological benefit. By their nature, 
the risk-based metrics have a positive connotation; the numerator represents positive acts that 
have ideally resulted in enhanced safety through the elimination of risk. In contrast, both error- 
and injury-based metrics essentially provide a count of organizational failures. It is not a great 
leap to imagine leaders who might value a metric emphasizing and reinforcing improvement 
over one that provides a reminder of system failures. In turn, shifting any culture of blame to one 
more consistent with high-reliability organizations has at least a hypothetical benefit.55  

In each case, an organization can assess each identified potential risk for its relevance to their 
institution. This assessment might require additional data collection to verify whether the risk 
exists in the health care delivery setting, as in the case of determining whether a national infusion 
pump recall is a viable risk to their organization. Additionally, this assessment would likely 
require the involvement of clinical content experts. In the case of public reports of a type of 
bacterial infection outbreak in newborn nurseries, the clinical content experts might include 
infectious disease experts, neonatologists, and infection control specialists. In the case of a 
medication recall, the content experts might be the ambulatory clinic manager and clinic staff 
charged with tracking medication samples. Without the involvement of the clinical content 
experts, an organization might incorrectly determine that a specific risk was present. If a risk did 
not exist, the organization would have no further action to take beyond periodic surveillance to 
assure that the risk is not introduced later. 

When a risk has been identified and assessed to be relevant to a health care organization, then the 
next step is elimination of the risk. The science of safety improvement is beyond the scope of 
this discussion. However, the human factors literature clearly indicates the need to design 
solutions into the care delivery system to achieve sustained elimination of risks.3, 53 Although 
redesigning health care delivery systems is no small undertaking, a patient safety program that 
incorporated a risk-based approach to measuring and improving safety would be consistent with 
the existing safety science used in non-health care industries. 

A risk-based framework might be nearly universal outside health care, but evidence that it has 
been attempted in health care is limited. As a result, the conventional wisdom of focusing on 
errors and/or injuries might win out over what could be viewed as a theoretical argument for 
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broadening the approach to address risks. However, one illustration of the benefit of 
systematically focusing on hazards or risk has been published.54 In this study, the use of a 
traditional incident reporting system over 5 years yielded a total of 200 reported events, all of 
which came from nursing. In contrast, a system of identifying hazards (safety risk factors) on the 
same study units resulted in 359 reports in 12 weeks. At the same time, the range of types of 
problems reported using the hazard-based system increased significantly, with much greater 
physician involvement: zero physician reports of incidents during the 5-year period, compared 
with 29 percent physician reports when the system was changed to a hazard-reporting system. 
Although generating more reports was not the goal per se, the incorporation of a risk-based 
framework led to greater proactive identification of problems in their hospitals, which in turn, by 
preventing future harm, allowed for a positive effect. 

Additional Applications of Risk-Based Patient Safety Metrics 
The proposal of using risk-based patient safety metrics is entirely consistent with learning from 
identified errors and focusing on the elimination of injuries. As described, a patient safety 
program that adopts a risk-based approach is also consistent with the science of human factors. 
However, there are additional potential applications for an organization that adopts a patient 
safety framework centered on the identification, assessment, and reduction of risk. 

One practical application of adopting a risk-based framework is the refocusing of all patient 
safety activities. Specifically, the primary functions of a patient safety program then become: 

1. Identifying risks. 
2. Assessing risk through analysis and clinical interpretation. 
3. Reducing and eliminating risk through a range of efforts.  

Any activity undertaken by the patient safety program can be evaluated in light of these three 
functions. Education of staff and patients is entirely consistent with risk identification and 
reduction. Noncompliance with accreditation requirements, such as the Joint Commission’s 
National Patient Safety Goals or the Leapfrog criteria, is also an organizational risk. Thus, 
assessment of a hospital’s performance relative to these goals and steps to correct any 
deficiencies are entirely consistent with the risk-based framework. 

A second practical application of the risk-based approach to a patient safety program is the 
implementation of patient safety competencies among hospital staff and physicians. A set of 
patient safety competencies that has been introduced at multiple organizations reinforces the 
risk-based framework (Personal communication, Nancy Kimmel, PharmD, March 2004). The 
competencies include: (1) report what you find; (2) fix what you can; and (3) communicate to 
your supervisor those things you cannot fix.  

Essentially, health care staff are encouraged to actively seek out potential risks, even though 
those risks might not have led as yet to an error or injury; communicate the risks; and eliminate 
them whenever possible. The competencies can be readily evaluated as part of employee 
performance review, simply through statements such as, “Tell me about something you reported 
in the last 3 months”; or “Tell me about a time when you fixed a risk to patients, families, or 
employees.” The continual reinforcement of this process of risk identification, assessment, and 
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reduction at the individual employee level arguably is consistent with high-reliability 
organizations. 

A final application or benefit of risk-based metrics is reinforcing the alignment between patient 
safety, risk management, and quality activities at an organization. The coordination of safety, 
risk management, and quality activities might be unclear within any given health care 
organization.56 A patient safety program built around identifying, assessing, and eliminating 
risks is consistent with existing models of quality improvement and might result in more efficient
use of organizational resourc

 
es. 

 

Conclusion 
The practice of patient safety improvement has evolved significantly over the last decade. This 
evolution reflects both primary patient safety research in the health care setting and a growing 
appreciation for safety science developed in non-health care settings. In turn, the health care 
community has applied safety research findings from health care and non-health care settings 
through changes in care delivery and the introduction of patient safety-oriented technologies. 
Arguably, sufficient evidence is available to merit similar advancements in the practice of patient 
safety metrics, with a move beyond reactive measures of systems outcomes (i.e., errors and 
injuries) to measures of systems risks that ultimately cause the undesirable systems outcomes. 
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